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ABSTRACT

Most of the ambient-noise studies are performed with sensor
arrays located at the surface. Passive recordings containing seis-
mic arrivals from subsurface sources could be seen as having a
geometry resembling reverse vertical seismic profiling (RVSP).
In such scenarios, the intersource seismic-interferometry tech-
nique can be used to redatum the surface receivers to the subsur-
face source positions resulting in virtual shot gathers at depth. The
success of the interferometric processing primarily requires that a
correlation panel created in the interferometric process contains
stationary-phase regions that, when summed, retrieve events with
correct timing, whereas nonstationary contributions are canceled.
We have addressed the combination of the RVSP configuration
and ambient-noise measurements. We develop a prototype of a
data-driven technique allowing us to adapt the summation process
such that changes in the stationary-phase requirements imposed

by changes in the noise-sources distribution can be adaptively
satisfied without the need for array redeployment. We develop
to identify the receivers located in the stationary-phase regions
by scanning for stationary contributions in the correlation panel
prior to stacking. Our method uses the correlation coefficient and
time windowing to distinguish between stationary and nonsta-
tionary arrivals. The improved Green’s function estimate is ob-
tained by limiting the summation to only those receivers that,
when summed, enhance the stationary and attenuate the nonsta-
tionary contributions. We test this using a simple 2D numerical
example to find a practical way to alleviate insufficient receiver
coverage. We determine the theoretical possibility to improve the
intersource Green’s function estimates without explicit knowl-
edge of the target and the source distribution. However, our
data-driven approach has the disadvantage of being limited to sce-
narios in which the correlation panel from all receivers contains
identifiable stationary-phase arrivals.

INTRODUCTION

In its most general form, seismic interferometry (SI) is a method
used to estimate the acoustic or elastic Green’s function between
two locations. Early field examples of SI estimated parts of the
Green’s function between two receivers by crosscorrelating their
cotemporal records (e.g., Shapiro et al., 2005), with deconvolution
or cross coherence used as an alternative to crosscorrelation in some
cases (e.g., Nakata et al., 2011). The trace retrieved by SI represents
the wavefield that would have been recorded at one of the receivers
had there been a source at the location of the other (Wapenaar,
2004). Because no actual source is required at either receiver,

the term virtual source is generally used to distinguish it from real
seismic sources. This type of SI is known as interreceiver interfer-
ometry, and as the name suggests, it retrieves the wavefield between
two or more receiver pairs (Figure 1a and 1b). A different type of SI,
known as intersource interferometry, was proposed by Curtis et al.
(2009) in which the Green’s function between two sources can be
retrieved. The goal of intersource interferometry is to retrieve a vir-
tual receiver (VR) recording at one source location that would have
been generated by the other source (Figure 1c and 1d).
In SI, the seismic energy used to create virtual records can be

generated by various types of sources, such as controlled sources
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(Bakulin and Calvert, 2004; Schuster et al., 2004; Draganov et al.,
2007a), (micro) earthquakes (Curtis et al., 2009), train and vehicle
traffic (Nakata et al., 2011; Quiros et al., 2016), industrial processes
(Miyazawa et al., 2008), and ambient seismic noise (Lin et al., 2007;
Cheraghi et al., 2015; Polychronopoulou et al., 2020). The latter,
which can be thought of as encompassing background noise gener-
ated by natural phenomena (e.g., ocean wave action) and human ac-
tivity (e.g., mining and urban activities), has been successfully used
with SI to retrieve surface and body waves responses, including
body-wave reflections in different environments and with different
survey geometries (e.g., Draganov et al., 2009; Zhan et al., 2010).
In mining environments, reflection imaging has been used to ex-

plore for gold, platinum, and base metal deposits across the globe
(e.g., Durrheim, 1986;Milkereit et al., 1996;Malehmir and Bellefleur,
2009; Manzi et al., 2012), with most of the surveys using standard
recording geometries, with sources and receivers arranged in surface
arrays. In some cases, where higher resolution of the target is needed
or there are specific illumination requirements (e.g., steeply dipping
structures), borehole seismic methods are used, including crosshole
imaging and vertical seismic profiling (VSP) surveys (e.g., Pretorius
et al., 2011). A VSP survey is generally described as one in which
either the source or the receivers are deployed down a borehole (Har-
dage, 2000) and can potentially record using 1D (e.g., surface source
next to borehole), 2D (e.g., linear source array), and 3D (e.g., 2D
source array) geometries. A particular type of a VSP experiment,
in which sources are placed down a borehole and receivers are placed
at the surface, is known as a reverse VSP (RVSP) survey (Figure 1e).
The raypath geometry of an RVSP survey is essentially the same as

what is found in mine environments when receivers are placed at the
surface to monitor underground mine activity, such as mine bursts,
seismicity, and mine stability, with the added complication of not
knowing precisely the location of these sources (e.g., Quiros et al.,
2017). One approach to image structures in a mine environment
would be to locate these events (assuming that their amplitude is
above the background noise level and arrivals are impulsive), and sub-
sequently apply RVSP processing to obtain a reflection profile or vol-
ume in the case of 2D receiver arrays at the surface (e.g., Quiros et al.,
2015a, 2015b). However, if these events are difficult or impossible to
identify in seismic records, a better approach is to consider them part
of the local ambient noise and use SI to retrieve body-wave reflections
and subsequently obtain a structural image.
Applications of SI in mineral exploration are not as ubiquitous as

in other areas of seismology such as petroleum exploration,
anthropogenic seismology, and large-scale crustal imaging (Draga-
nov et al., 2007b; Lin et al., 2008; Quiros et al., 2016). Nonetheless,
examples of SI applied to mining environments exist which focus
on ambient-noise tomography with surface arrays (e.g., Hollis et al.,
2018; Chen et al., 2021; Liu et al., 2022), retrieval of body waves
between receivers deployed at depth (Olivier et al., 2015), and re-
flection imaging using ambient noise (e.g., Chamarczuk et al.,
2017, 2018, 2021; Polychronopoulou et al., 2020).
In this study, we address the specific combination of having an

RVSP acquisition geometry, with sources treated as identifiable and
separable arrivals within the recorded ambient noise, and its trans-
formation into an entirely subsurface geometry (Figure 1f) using
intersource SI (Curtis et al., 2009), and a new dedicated processing

methodology for the improvement of Green’s
function retrieval.
As previously mentioned, many seismic data

sets in mineral exploration resemble the RVSP
geometry, in which the receivers are placed at
the surface to record underground activity. For this
scenario, the intersource SI methodology pro-
posed by Curtis et al. (2009) facilitates the trans-
formation of the RVSP geometry into a subsurface
geometry in which VRs are created at different
source positions at various depths. Explicitly,
via intersource SI, the responses are retrieved be-
tween pairs of sources by summation over the
receivers at the surface. This approach has several
advantages over the interreceiver SI method; for
instance, it provides responses that can produce
detailed images of deeper targets (Tonegawa
and Nishida, 2010). In addition, the intersource
SI approach is especially suitable for ambient-
noise studies (with transient-source responses in
them) because it allows improvement of the re-
trieved results by manipulation of the receiver ar-
ray while reducing the need for controlled
sources, especially in areas with challenging ter-
rain or locations that are logistically inaccessible.
A key concept in SI is that of the stationary-

phase approximation, an important method in the
field of asymptotic analysis (Bender and Orszag,
1999; Bleistein, 2012). For the case of interre-
ceiver geometry (Figure 1a and 1b), the main
contribution to the retrieved Green’s function

Figure 1. Diagrams of source-receiver geometries used for different SI configurations
and their processing outcomes: (a) interreceiver geometry, (b) virtual-source gather re-
trieved for the geometry in (a), (c) intersource geometry, (d) VR gather retrieved for the
geometry in (c), (e) RVSP geometry, and (f) VR gather retrieved for the geometry in (e).
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comes from sources located along rays that reach two target receiv-
ers by passing first one of them and then the other (e.g., surface
source inline with two receivers), and those in the Fresnel zone
around these sources (Snieder, 2004). We refer to these sources
as stationary-phase sources. Importantly, if the correlation gathers
created in the SI processing contain a stationary-phase region, the
summed or stacked correlation gather will retrieve (at least kinemat-
ically) correct seismic arrivals while reducing the contributions
from nonstationary components.
Just as with interreceiver SI, the stationary-phase region is para-

mount in retrieving the desired arrivals (i.e., direct arrivals and reflec-
tions) with intersource SI (Hong andMenke, 2006; Curtis et al., 2009;
Saengduean et al., 2021). In intersource SI, the summation of corre-
lated responses is over receiver positions, meaning that the stationary-
phase requirements depend on the receiver-array aperture and spatial
sampling. Practically, it means that the summation limits depend on
the receiver aperture, and the integration points depend on the receiver
spacing. In certain field scenarios, such as a time-constrained ambient-
noise survey or for areas with limited sources at depth (i.e., induced or
natural), one could have more receivers than sources, which would
allow to easily capture the stationary points when summing over
the receivers (Liu et al., 2014, 2016). Nevertheless, sufficient spatial
distribution of receiver positions is still required to obtain (kinemat-
ically) accurate intersource Green’s functions (Curtis et al., 2009;
Tonegawa and Nishida, 2010; Draganov et al., 2012).
During ongoing data-acquisition campaigns with ambient-noise

recordings (e.g., in mining camps, Cheraghi et al., 2015) or with
temporary arrays recording aftershocks (Quiros et al., 2015a), there
is no spatial or temporal control over the source location. In these
cases, the optimal location of receivers will dynamically change,
requiring near real-time processing to satisfy the rapidly changing
stationary-phase requirements.
The solution we present next, which we call automatic selection

of stationary-phase receivers (ASPRE), is a simple data-driven tech-
nique that identifies and rejects the nonstationary
contributions from a specific receiver. Although
our approach addresses intersource SI with an
RVSP configuration, our method is generally
applicable to a wide range of SI configurations.
In the next sections, the applicable details of SI
will be reviewed and the ASPRE algorithm will
be explained and tested on an idealized synthetic
data set.

MOTIVATION

To effectively extract the Green’s function be-
tween two sources, it is necessary to consider the
size of the stationary-phase region at the surface
and the distribution of the receivers. Here, we fo-
cus on alleviating the receiver-coverage problem
and investigate the effects of limiting the spatial
summation over receiver positions to improve the
accuracy of the retrieved Green’s function. AS-
PRE automatically identifies receivers located in
stationary-phase regions by scanning for station-
ary contributions in the correlation panel and pre-
serving only those crosscorrelation functions
(CCFs), which contain in-phase arrivals in the
time window of expected energy (e.g., reflected

arrivals). To understand how ASPRE works and where it fits in the
processing sequence, we first describe the conventional processing
workflow for RVSP data via intersource SI (Figure 2a). The first
step in the conventional workflow is to create a common-receiver
gather (CRG) for all sources. Next, one cross-correlates the source
at the VR position with each source in the CRG. This is followed by
resorting the correlated data into common crosscorrelated source
pairs, which created correlated panels over receiver positions. Fi-
nally, summation over all receiver positions results in a retrieved
Green’s function.
From the processing point of view, the correlation panel C can be

viewed as the basic building block, which should be preprocessed
before stacking (Poliannikov and Willis, 2011). Consequently, the
correlation panel can be viewed as a 2D matrix whose dimensions
are time lags from crosscorrelations and receivers (Melo et al.,
2013), in which the Green’s function is retrieved by stacking the
correlation panel along the receiver dimension. When the minimum
acquisition criteria are not met, for example, due to gaps in coverage
or by large receiver spacing, the conventional “brute” stacking will
introduce artifacts or spurious arrivals (Draganov et al., 2006; Po-
liannikov and Willis, 2011). In particular, for the intersource SI,
Tonegawa and Nishida (2010) suggest that to improve the retrieved
Green’s function, the adopted stacking process should minimize the
bias of the inhomogeneous distribution of receivers. To directly ad-
dress this issue, and to try to improve the conventional processing
sequence, we introduce the ASPRE methodology (Figure 2b),
which can be applied before stacking along the receiver dimension.
Our technique relies on the assumption that most events that are

in phase (i.e., minimal moveout) along the receiver dimension in the
correlation panel result from receivers in stationary-phase locations.
These stationary arrivals contribute to forming the intersource
Green’s function, and as such might be detected after stacking
the correlation panel. Nonstationary signals are characterized by in-
coherent, out-of-phase events contributing to hindering the retrieval

Figure 2. Processing workflows for generating VR data. Workflows differ in the sum-
mation processing step. (a) The conventional VR redatuming workflow involves sum-
mation over all available receivers. (b) The modified workflow includes the additional
ASPRE processing step, which aims to select only receivers in the stationary-phase re-
gions, and the subsequent summation is over selected receiver positions.
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of clear physical arrivals during the summation process (Mehta
et al., 2007). Assuming complete receiver coverage, these out-of-
phase arrivals will likely cancel out in the summation, and they
might be detected only before stacking by analyzing the CCFs
forming the correlation panel at hand. From this, we determine
the stationarity of a signal based on the similarity of the current
CCF inside the correlation gather to the stacked Green’s function
obtained from summing over all available receiver positions. To
measure similarity, we use a correlation coefficient.
In the next sections, we go into detail about the processing steps

involved in ASPRE and focus on a theoretical approach to answer the
question of whether the adoption of selective stacking to minimize

the bias of an inhomogeneous receiver distribution can be achieved in
an automatic way by using solely a data-driven approach.

SYNTHETIC MODEL AND METHODS

To demonstrate the idea behind our method, we use a model rep-
resenting a 2D acoustic medium with a vertical target, receivers at the
surface, and sources at depth along a vertical line (Figure 3). The
model simulates an RVSP survey geometry, but we emphasize that
the ideas and conclusions are general for all SI applications whenever
the summation over an incomplete receiver boundary is involved. For
simplicity, we assume a regularly distributed line of receivers placed
on a flat surface, and straight, vertical line of sources parallel to the
flat target flank. The target flank is perpendicular to the surface. This
configuration approximates the practical acquisition geometry often
used in ambient-noise studies with surface arrays (e.g., Draganov
et al., 2013; Cheraghi et al., 2015; Nakata, 2016; Asgharzadeh et al.,
2019; Dales et al., 2020). We use an idealized, almost unrealistic dis-
tribution of underground sources, which is however relevant to the
presence of strong, localized sources often occurring in mining areas
(for more details, see “Discussion” section).
We simulate seismic data using a fourth order in space and sec-

ond order in time acoustic finite-difference forward-modeling
scheme (Youzwishen and Margrave, 1999). The synthetic RVSP
data generated for a minimum-phase 40 Hz Ricker wavelet are con-
verted into VR data via inter-source SI.

Standard SI workflow

The detailed data-processing workflow required to redatum the
RVSP data into VR data was shown in Figure 2a. This workflow
is expanded for completeness in Figure 4, in which the redatuming
of the RVSP data into a VR gather is shown as a table of crosscor-
relations for each CRG (i.e., columns) and summation over the
receiver dimension (i.e., rows), in which the final result — a
VR at a particular source location (e.g., VR50:S50) — is given in
the rightmost column.
Figure 5 shows modeled synthetic data and the intermediate com-

putation steps used to obtain the VR gathers. The data are modeled as
common-source gathers (i.e., recording of one source by all receivers)
and they are shown in Figure 5a as the starting point of the processing

workflow. We start by rearranging the data into
CRGs (i.e., recording of all sources by one
receiver), as shown in Figure 5b. Then, we obtain
a subsurface virtual-source gather at the source lo-
cation i (where i = 1, : : : , 50 for our model) by
crosscorrelating the trace that corresponds to the
source i with every other trace (i.e., source) in the
CRG. This procedure is repeated for every
receiver position. The final step is the sorting of
the crosscorrelated source pairs into correlation
panels (i.e., rows in Figure 4) and stacking them
(Figure 5c). Each stacked correlation panel produ-
ces one trace in the VR gather. After redatuming
receivers to the source locations, we obtain the
new seismic profile of sources and VRs oriented
parallel to the target (see Figure 3).
Although Figure 5 shows the processing steps

needed to generate a VR gather, in Figure 6, we
show the visualization of transforming the VR

Figure 3. Source-receiver geometry for the acoustic synthetic ex-
ample simulating an RVSP acquisition geometry. The background
medium and the vertical target are homogeneous with velocities of
5800 and 6200m/s, respectively. There are 50 sources (stars) located
along a vertical line and 26 receivers (triangles) located at the sur-
face. For display purposes, each 5th source is plotted. Raypaths for
a direct (green) and a reflected (red) arrival are shown. The bold
capital letter C indicates the set containing all receivers.

Figure 4. Processing scheme for creating VRs. Here, Si represents the source number,
where i corresponds to sources 1–50 in the RVSP configuration shown in Figure 3. Note
that a VR is created at each source position, from 1 to 50, and the reader is reminded that
only 26 receivers are present in the synthetic example.

KS172 Chamarczuk et al.

D
ow

nl
oa

de
d 

10
/1

7/
22

 to
 1

31
.1

80
.5

7.
17

0.
 R

ed
is

tr
ib

ut
io

n 
su

bj
ec

t t
o 

S
E

G
 li

ce
ns

e 
or

 c
op

yr
ig

ht
; s

ee
 T

er
m

s 
of

 U
se

 a
t h

ttp
://

lib
ra

ry
.s

eg
.o

rg
/p

ag
e/

po
lic

ie
s/

te
rm

s
D

O
I:1

0.
11

90
/g

eo
20

21
-0

29
3.

1



gathers (Figures 5c and 6a) using selective stacking of the negative
and positive time lags. The selective stacking is implemented due to
the strong one-sided illumination present in the VR gathers, with the
results shown in Figure 6b. In addition, a synthetic data set (Figure 6c)
is generated using 50 sources and 50 receivers at the locations of the
sources in Figure 3. This directly modeled data can be used for com-
parison with the final VR gathers to evaluate the performance of the
intersource SI. The selective stacking is shown in greater detail in
Figure 6d, where the semitransparent polygons indicate regions of
the causal or acausal lags that are not used in the generation of
the final VR gathers. For example, the VR for source position 1
(VR 1) uses only the positive lags of the gather, whereas the negative
lags are discarded. Similarly, for source position 40, most of the neg-
ative lags contribute whereas only a small section of the positive lags
contributes to the final VR gather VR 40. These final receiver gathers,
for which four gathers (i.e., VR 1, 10, 40, and 50) are shown in Fig-
ure 6e, can be compared with the directlymodeled results of Figure 6f.
While comparing Figure 6e and 6f, a few arrivals should be com-
mented on. First, the reflected arrival (with hyperbolic moveout) from
the target is seen on the VR gathers and the directly modeled data,
whereas the direct arrival is the most prominent arrival in both data.
Additional arrivals with linear moveouts are seen in the VR gathers
that are not present in the directly modeled data. These are artifacts
resulting from the incomplete surface receiver coverage in Figure 3.
Having reviewed the standard processing workflow for creating a

VR gather, we will now focus on the concept of stationary-phase
regions and their importance for the ASPRE methodology.

Stationary-phase receivers

For each source pair in the model in Figure 3, a set of surface
receiver locations exists that satisfies the required stationary-phase

ray geometry for the target reflector (Brand et al., 2013). However,
in practical applications, the precise reflector location will not be
known, and thus the correct stationary-phase ray geometry cannot
be predetermined. Conventionally, the intersource Green’s function
between two sources is obtained by crosscorrelating the signals gen-
erated by these two sources and summing over all available receiver
positions. The bold capital letter C (not to be confused with corre-
lation panel C) in Figure 3 denotes that the summation range is over
the complete receiver boundary, which for our synthetic experiment
is equivalent to 26 receiver positions.
As explained previously, the correlation panel Cðxi; τÞ can be

viewed as a 2D matrix. More specifically, it is an N × (2M − 1) ma-
trix, with 2M − 1 time samples (M is a number of samples prior to
crosscorrelation) and N receivers. Here, C is formed by contributions
from individual receivers; however, it also depends on the location of
the given pair of sources. Because at the acquisition stage we do not
have control over the present transient sources in the subsurface, we
focus on improving the results on the receiver-array part.
The retrieved estimate of the Green’s function between a pair of

source locations at xA and xB is obtained by stacking the correlation
gather C over the receiver dimension:

G ¼ GðxB; xA; tÞ þGðxB; xA;−tÞ ≈
XN
i¼1

Cðxi; τÞ; (1)

where τ denotes the correlation time lag. For clarity, the symbols xA
and xB are left out of the correlation term on the right side of equa-
tion 1. Repeating this procedure for all source pairs (Figure 7) results
in a VR gather at a particular source position. The inset in Figure 7a
draws attention to the results retrieved between three source locations,
where the blue triangle denotes a VR at source position S50, whereas
the green and red stars denote sources at positions S25 and S1, respec-

Figure 5. Processing scheme for retrieving VRs at each source position. (a) Synthetic data generated for the model in Figure 3 displayed as
common-source gathers. (b) CRGs that result from rearranging the records in (a). (c) VR gathers retrieved at each source position (see Figure 4).
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tively. The bold capital letter C 0 indicates the summation range over a
subset of receivers; each subset will vary in number depending on the
stationary-phase region. Figure 7b shows the VR gather for source
position S50 (the blue triangle), with estimated Green’s functions
for sources S25 and S1 indicated by green and red stars, respectively.
As mentioned previously, the constructive contribution in the cor-

relation panel will come from receivers located in stationary-phase
regions. With the limited receiver aperture though, the summation
does not assure the removal by destructive interference of cross-talk
events nor retrieval by constructive interference of physical arrivals.
This means that, by stacking over the complete receiver interval C,

we might retrieve erroneous results. This is clearly visible in
Figure 7b, in which the retrieved result obtained from stacking over
the complete correlation panels C exhibits not only both kinemat-
ically correct arrivals but also artifacts.
Instead of adding more receivers in the field or redeploying the

array, we propose to minimize artifacts retrieved from nonstationary
arrivals and further enhance the prominence of stationary-phase
arrivals by limiting the summation process to receivers yielding sta-
tionary arrivals, that is, those located in the stationary-phase region.
In this approach, the improved Green’s function G 0 is obtained by
selective stacking:

Figure 6. (a) VR gathers computed in Figure 5c with a few selected gathers (vertical black lines) for further analysis. (b) VR gathers after the
selective stacking of positive and negative lags in (a). (c) Directly modeled data for 50 sources and 50 receivers collocated at the source
locations in Figure 3. (d) Selective stacking of positive and negative lags of the VR gathers in (a). The regions in semitransparent polygons
are discarded (deselected) and do not contribute to the final VR gather. (e) The final VR gathers for VR 1, 10, 40, and 50. (f) Directly modeled
gathers corresponding to the gathers in (e).
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G 0ðxB; xA; tÞ ≈
XP
j

C 0ðxj; τÞ; (2)

where C 0 represents a subset of the original correlation panel C, ob-
tained by extracting rows corresponding to the receivers in the dis-
crete stationary-phase regions. The subset of receivers used to form
C 0 is denoted with C 0 in Figure 7a. The new limit of summation is
denoted by P, where P ≤ N, because the number of receivers used
for summation in the selective stacking is generally smaller than the
number of all available receivers used in the conventional stacking in
equation 1. Note thatG 0ðxB; xA; tÞ in equation 2 is still an estimate of
the true Green’s function, and, as it will be explained subsequently, it
may be erroneous due to the use of a restricted set of receivers.
Before introducing the detailed processing steps of ASPRE, we

discuss the use of selective stacking in the correlation panel, which
can be thought of as the simplest form of ASPRE. The receivers
used in the stacking boundary (or stacking contour) C 0 may be se-
lected through different criteria such as visual inspection or numeri-
cal metrics.
The example of a VR gather obtained with such selective stack-

ing is shown in Figure 7c. Each trace in Figure 7c results from using
a subset of receivers, where each subset can vary in size. This is
illustrated by the stacking boundaries in Figure 7a (i.e., C 0). Each
color-coded boundary corresponds to the set of receivers selected to
retrieve the Green’s function among three particular source pairs
(S50–S50, S50–S25, and S50–S1). In such a scenario, the selection of
receivers toward the improved Green’s function G 0 can be ex-
pressed using a weight vector:

G 0 ¼
XN
¼1

wðxiÞCðxi; tÞ; (3)

where w denotes a binary weight vector, with w ¼ 0 for nonstation-
ary receivers and w ¼ 1 for stationary-phase receivers:

wðxiÞ ¼
�
1; xi ∈ C 0

0; xi ∈= C 0 ; (4)

where C 0 is the subset of receivers that have been determined to
contribute physical arrivals to the retrieved inter-
source Green’s function. The Green’s functions
obtained from stacking CCFs of receivers be-
longing to C 0 contain the in-phase reflection
and direct arrivals and are less contaminated with
artifacts (compare Figure 7b and 7c). It must be
noted that, for the synthetic scenario shown in
Figure 7a, all arrivals in the positive time lags
are artifacts. However, because the overall num-
ber of artifacts is reduced (compare Figure 7b
and 7c), we argue that, in general, the result is
enhanced. For the purpose of this study, the pre-
ceding improvement is sufficient.
To automate the process of receiver selection,

we need to update the weight values of w in a
data-driven way. Toward this end, we investigate
the correlation panels for the three Green’s func-
tion estimates highlighted with colors in the inset
of Figure 7a and shown as the blue, green, and red
traces in the VR gathers in Figure 7b. Figure 8

shows the CCFs of the three colored Green’s functions in Figure 7b.
Each horizontal trace in the correlation panels shown in Figure 8b,
8d, and 8f corresponds to the CCF for a fixed source pair and a par-
ticular receiver position. The top panels in Figure 8 highlight the es-
timate for G and improved estimate G 0 of the retrieved Green’s
function. We show the correlation panels to explain that only some
receivers can contribute constructively to the specific arrivals in the
final estimates ofG 0. For the purpose of this explanation, artifacts are
arrivals in G 0 (e.g., Figure 8a) that should sum destructively in the
correlation panel (e.g., Figure 8b), but due to the limited receiver
aperture, they do not.
The question we now pose is whether it is possible to automati-

cally assess the similarity between G obtained from stacking over
all receivers (e.g., Figure 8a) and the respective individual CCFs
forming the correlation panel (e.g., Figure 8b). One way to objec-
tively measure the similarity between time series is by computing
their CC (Jones and Morrison, 1954). We expect to obtain increased
CC values for those receivers which contribute to nonartifacts vis-
ible in the reference estimate G.
The results for the CC are shown in Figure 8g, where the coef-

ficients are computed between the trace G and each trace in the
corresponding correlation panel (e.g., trace G in Figure 8a and each
trace in Figure 8b). The highest CC values in Figure 8g correspond
to traces included in the stacking boundaries highlighted with the
capital letter C 0 (e.g., Figure 8d), where the respective colored lines
correspond to the red, green, and blue subsets indicated in Figure 8b,
8d, and 8f, respectively. It is from the sum of CCFs in these subsets
that the improved Green’s function G 0 is estimated.
However, using a whole-trace CC is an imperfect metric because

the CC reflects only the average similarity between traces. As noted
previously, our aim is to pinpoint receiver positions contributing in-
phase stationary arrivals at a particular lag time. This is illustrated
by the arrivals within the green polygon in Figure 8b, in which sev-
eral of these arrivals would be expected to contribute to the reflec-
tion retrieval. Note that only receivers which yield CCFs with
arrivals approximately in phase with the reference arrival in trace
G should contribute constructively during the summation process.
For example, arrivals corresponding to receivers 1–3 and 24–26
within the green polygon (time window) are clearly out-of-phase
with the corresponding arrival in G (Figure 8a), whereas arrivals

Figure 7. (a) Source-receiver geometry as described in Figure 3. Here, C 0 indicates a
subset of receivers. The blue triangle denotes the location of the VR, whereas the green
and red stars denote source locations that will be used to evaluate the correlation panels
in Figure 8. The inset shows the Green’s function estimates for source pairs S50–S50, S50–
S25, and S50–S1. (b) The VR gather at source position S50, with Green’s functions for
source position S25 and S1 denoted with green and red stars, respectively. (c) The
VR gather at source position S50 generated with the selective stacking methodology.
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for receivers 6–13 are clearly in phase. It becomes clear that the way
to automatically identify correctly contributing receivers requires
analyzing CCFs in time windows targeted at specific arrivals, rather
than using a whole-trace CC. ASPRE is an attempt to implement a
quasiautomatic approach that uses objective metrics (e.g., CC
within narrow time windows and selective stacking) to select sta-
tionary-phase arrivals in a data-driven way.
The analysis of the results in Figure 8 indicates the following sta-

tionary-phase details that should be considered during the intersource
SI processing and the development of ASPRE: (1) in-phase contri-
butions (stationarity) should be evaluated for individual arrivals,
(2) the subset of stationary-phase receivers depends on the location
of the sources in a pair, and (3) a single CCF in a correlation panel
may contain in-phase and out-of-phase events for different time lags.

ASPRE

The ASPRE workflow can be viewed as the processing module in
the modified VR redatuming method, in which the conventional
summation along the receiver boundary is adapted for (1) maximiz-
ing the in-phase contributions from reflection arrivals and (2) min-
imizing artifacts. In Figure 2b, we show the placement of ASPRE
within the conventional workflow, in the following sections, the
processing steps forming the core of ASPRE are described in detail.
As will be explained, the core components of ASPRE are selective
stacking, time-windowing, and CC computation. Of these compo-
nents, the latter two are tunable processing steps and demand a trial-
and-error approach for choosing the optimal parameters. We use our
simple and idealized synthetic experiment to illustrate the generic

ASPRE procedure. In real-world case studies, it is up to the data
processor to replicate the performance of ASPRE using the general
rules of thumb showcased here.

Time windowing and CC

To understand the relevance of time-windowing and CC compu-
tation, we once again consider Figure 8. As explained previously, the
colored lines in Figure 8g represent the CC values when using whole
traces, which include useful events (in-phase arrivals) and artifacts
(out-of-phase arrivals). Figure 8b and 8g also shows the stacking con-
tour C 0

R, which highlights eight receivers (denoted by green dots in
Figure 8b) that show high similarity with G (jCCj > 0.9) when con-
sidering the green time window and poor similarity (jCCj < 0.6)
when considering entire traces (Figure 8g). Furthermore, the arrivals
(high-amplitude peaks) for these eight receivers within the green win-
dow also are in closest agreement with the theoretical onset expected
for the reflection off the model target (Figures 3 and 7a). This sug-
gests that, when the stacking contours C 0 and C 0

R are compared for
effectiveness in retrieving the reflection arrival within the green time
window, one can conclude that ASPRE is improved by using the
windowing approach versus a whole-trace correlation analysis. This
superiority comes from using the CC within predetermined time win-
dows, which allows to clearly pinpoint the receiver positions contrib-
uting constructively to a retrieved arrival.
The selection of target time windows can be addressed in several

ways, and it is used in diverse seismological studies; for a thorough
overview of time-windowing methods and applications, see Perron
et al. (2018). In our data-driven approach, we assume a minimum

Figure 8. (a) Green’s function estimated for source pair S50–S1 using all receiversG (same as an inset in Figure 7a) and a subset of receiversG 0.
(b) Correlation panel for source pair S50–S1 using all available receivers. The green semitransparent polygon (window) highlights a particular
arrival. Here, C 0 and C 0

R indicate different subsets of CCFs. (c) Same as in (a) but for source pair S50–S25. (d) Same as in (b) but for source pair
S50–S25. (e) Same as in (a) but for source pair S50–S50. (f) Same as in (b) but for source pair S50–S50. (g) Stationary-phase analysis using the CC
measured between the reference estimateG shown in the top panels (a, c, and e) and each trace of the corresponding correlation panel (b, d, and
f), respectively. Green dots denote receivers in the stationary-phase region for the reflection retrieval obtained with the ASPRE methodology
(based on the time-windowing and CC computation discussed in the next sections). The CCs obtained with ASPRE are not plotted in (g), and
the green dots indicate high CC within the window in (b) and the G trace in (a).
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knowledge about the geology and the location of the identified tran-
sient sources in the noise recordings. The practical implementation of
the ASPRE workflow for a single source pair is shown in Figure 9.
The basic assumption guiding our processing is that the estimate G
obtained from stacking over all available receiver positions could be
used as a reference to determine the approximate range of time lags of
stationary arrivals. In this way, we can measure the quality of the SI
results without a priori knowledge of the geometry of the target and
sources.
The time-window selection can be implemented in several ways

depending on the characteristics of G. Given that our synthetic ex-
ample provides a G trace that is relatively clean and with good tem-
poral separation between high-amplitude events, we decide to first
use the event with a positive peak at roughly −0.06 s to divide
the trace G into two sections, one to the left and one to right from
the reference peak. We then automatically select five (this number is
arbitrary and can be increased or decreased) large positive peaks to
the left and right of the reference peak (numbers 1–10 in Figure 9a
panel I). Next, we separate the odd number peaks (blue triangles in
Figure 9a panel IIA) from the even number peaks (green triangles in
Figure 9a panel IIB). The time lags of the odd and even peaks are used
to create two sets of time windows (black vertical lines). The tem-
poral size of the windows in panel IIA is indicated by the horizontal
pointers with two arrowheads within the blue-shaded polygon. Sim-
ilarly, the size of the windows in panel IIB is shown by the horizontal
pointers within the green-shaded polygon. The gray-color sections in
panels IIA and IIB indicate parts of the trace not included in the win-
dows. Since we are interested in the retrieval of reflected arrivals, we
select the trace in panel IIB because one of its windows completely
captures the reflected arrival peaking at roughly −0.12 s. This se-
lected trace is plotted in Figure 9a panel III, with the reflection high-
lighted by the green-shaded time window, and it serves as our
reference windowed Green’s function to compare with each of the
traces in the correlation panel (Figure 9b, panel IV). Finally, we cre-
ate the input for ASPRE by rejecting the receivers with nonstationary
contributions and preserving those with high correlation values
(denoted with C 0

R in Figure 9b panel VI).
Panel IV in Figure 9b shows a time section (−0.2 to 0.03 s) of the

correlation panel of Figure 8b, where the traces are color-coded and
superimposed on the trace from panel III (dashed black line). The
color coding represents the value of the CC between the CCF for
each receiver and G within each of the selected time windows (1–5)
as defined by the color-scale bar in Figure 9b. Window 2 is shown
as a green-shaded polygon, and it contains a reflection arrival. Panel
V shows this samewindowmagnified, where it is clearly visible that
increased deviations from the reference trace G correspond to low
CC values (the blue tones), whereas traces with little deviation from
G correspond to high CC values (the red tones). Panel VI shows the
actual values of the CCs computed from V (the thick black line),
whereas it also shows the CCs computed using the whole-trace ap-
proach (the dashed red line, also shown in Figure 8g as a solid red
line). The stacking contour C 0

R indicates the range of receivers iden-
tified to have a CC value equal to or larger than a predetermined
threshold value (Rthresh ≥ 0.7 in our example). These receivers iden-
tified by the ASPRE approach will be used in obtaining an im-
proved Green’s function G 0

R for the analyzed time window. The
stacking contour C 0, as discussed previously in the text, represents
the range of receivers identified using the CC values calculated
for whole traces. Notice the drastic difference in the two stacking

contours, and how ASPRE with time windowing has a superior
behavior in selecting receiver positions that satisfy stationarity with
respect to the reference Green’s function. Following the ASPRE
methodology for all source pairs (each source pair has a correlation
panel that must be analyzed) results in an improved VR gather
(e.g., Figures 7c and 9b). Figure 9c shows the main steps in the
ASPRE processing as discussed in this section, and Figure 9d
shows all symbols used in Figure 9b.
The ASPRE-improved Green’s function G 0

R can now be written
using a weight matrix based on normalized CC values and time win-
dowing:

G 0
R ¼

XN
i

XT
k

wðxi; τkÞCðxi; τkÞ: (5)

The weight vector w is now dependent on receiver position and time
(i.e., w is now a matrix) where T represents the number of time win-
dows used to analyze a correlation panel, whereas k is the index of
the time window. The elements of the weight matrix remain binary
as compared with equation 4, and they are assigned based on the
value of the normalized CC:

wik ¼
�
1; jRikj ≥ Rthresh

0; jRikj < Rthresh
; (6)

where jRikj represents the absolute value of the normalized CC for
ith receiver and the kth window, whereas Rthresh denotes the CC
threshold value empirically chosen. The latter determines whether
a receiver contributes constructively to a refection retrieval for a
particular time window, or if it should be discarded.
Specifically, any jRikj values below the threshold indicate receiv-

ers outside the stationary-phase region C 0
R, and which should be

rejected from the stack. As an alternative approach to equation 6,
which is a data-driven binary selection, it is possible to use more
data, by directly using the values Rik without thresholding:

wik ¼ jRikj; (7)

Practically, this means that jRikj value can be used to multiply each
row of C before stacking. In this approach, which we do not explore
further, more data can be used to produce the improved retrieved
Green’s function, while still prioritizing the rows of C with the
strongest stationary components.

Stationary-phase receivers selection panel

In Figure 10, we show the ASPRE evaluation for every other source
pair within the timewindow of interest shown in Figure 9b (the green-
shaded polygon). In other words, Figure 10a shows the same analysis
as the one shown in panel V in Figure 9b but repeated for every other
source used in the model with source S50 as the VR position. Notice
that panel V, which has the receiver number as the vertical axis in
Figure 9b, is rotated 90° clockwise and placed at the top of Figure 10a.
Similarly, for every other source pair, the same windowed section of
the correlation panel is extracted for each receiver and plotted in the
horizontal direction. The color intensity reflects the value of Ri2,
where index 2 indicates the time window under analysis (Figure 9b;
equation 5).We can now use this graphical display to design the stack-
ing contour based on the region of high correlation values. This
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contour is denoted with a gray line in Figure 10a and outlines the
receiver positions which are located in the stationary-phase region
for the reflection event. The result shown in Figure 10a represents
the practical implementation of selective summation for reflection

retrieval. The main idea behind Figure 10a is to demonstrate how
the ASPRE works, and although the results evaluated in Figure 10a
are obtained from a very simple synthetic example, the intention is for
it to serve as a proof of concept.

Figure 9. (a) Green’s function estimate from stacking all available receivers is shown in the panel I (same as Figure 8a, trace G). The gray
triangles numbered 1–10 indicate selected positive peaks left and right of the reference positive peak at roughly−0.06 s. Panels IIA and IIB show
the same trace G as in panel I, but with different time windows created based on the odd (1, 3, 5, 7, and 9) and even (2, 4, 6, 8, and 10) peaks,
respectively. Horizontal arrows within the blue and green-shaded regions in panels IIA and IIB, respectively, show the size of the created time
windows. Panel III shows the traceG divided into the windows that will be used for comparison with the correlation panel. Note that the trace is
shown as a dashed line. The green-shaded window contains a reflection of interest. (b) Panel IV shows the correlation panel (colored lines) from
Figure 8b with a superimposed trace from panel III (dashed black line). The color represents the CC value between the two traces in each
window (see color-scale bar). Panel V shows a magnified version of the window of interest (window 2 in panel IV) where the phase shift at
traces 1–3 and 24–26 is more easily visible. Panel VI shows the CC computed for window 2 in panels IVand V (black line), while also showing
the CC values computed with the whole-trace approach (dashed red line). The stacking contours C 0

R and C 0 referred to in the text also are
shown. (c) Detailed workflow of ASPRE. (d) Symbols used in (b).
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Figure 10b illustrates the surface receiver locations required to
obtain a valid VR gather at source position S50 via the ASPRE meth-
odology for every other source pair. The stationary-phase arrivals
extracted following the procedure shown in Figure 9 indicate that,
for the shallower source positions, the contribution results solely
from far offsets, whereas the arrivals extracted for the deeper source
positions result from the broad range of receiver locations.

DISCUSSION

The acquisition geometry used in most of the ambient-noise stud-
ies with surface arrays resembles the RVSP configuration, in which
a single receiver line or array of receivers records the local ambient
noise. For reflection retrieval, only sources of body waves, ideally
relatively deeper in the subsurface, are needed. Recorded ambient
noise could contain such sources, as microseismicity in mining
areas, and that sort of source is targeted in our study. When such
identified sources are located in the direct vicinity of subsurface
targets, it is tempting to use the benefits of intersource SI. However,
the usual receiver geometry and the temporal and spatial changes of
the target sources limit the quality of the SI results. We have pre-
sented a prototype of a data-driven approach to address the incom-
plete receiver boundary and varying stationary-phase regions at the
surface. In the following, we discuss the advantages and disadvan-
tages of our approach, some of its limitations, and how it could be
further improved to tackle real-world scenarios.

Advantages and disadvantages of ASPRE

As shown previously, the ASPRE methodology is capable of re-
trieving an improved Green’s function G 0

R when compared with the
reference Green’s function G obtained from the model in Figure 3.
The results suggest that this approach is advanta-
geous when compared with the standard work-
flow of stacking all available data. In addition,
there are aspects of the ASPRE workflow that
can be modified to serve the characteristics of
the data at hand, for example, certain parameters
can be tuned (e.g., the threshold CC), whereas
others (e.g., the window selection) could be
implemented in the frequency domain or based
on certain characteristics of the waveforms
(e.g., the lowest frequency of interest). The meth-
odology is not computationally intensive, at least
in its current form, and can be implemented with
limited resources.
As mentioned previously, our methodology re-

lies on the assumption that events that are in
phase along the receiver dimension in the corre-
lation panel correspond to physical arrivals in the
retrieved Green’s function. However, we note
here that stationary arrivals also can contribute
potentially equal amounts of energy to nonphysi-
cal arrivals in the SI Green’s function estimates
(e.g., van Manen et al., 2005; Draganov et al.,
2012). If the receiver boundary is closed, these
will cancel out, but if it is not, then they will re-
main (e.g., Löer et al., 2014; Meles et al., 2015).
In the presence of strong intrinsic energy losses,
nonphysical arrivals will be retrieved even in the

case of a closed boundary (Draganov et al., 2010). In other words,
the stack over all receivers, which in the current version of imple-
menting ASPRE is used as the reference (e.g., Figure 9a), may con-
tain nonphysical arrivals. In such cases, ASPRE will still keep such
arrivals as they are characterized by a stationary-phase region.
Another potential negative consequence of applying ASPRE, is

the possibility to enhance artifacts, instead of physical energy. In
our simple synthetic example, it is easy to focus the analysis on
the correct reflected arrival, whereas with field data it might be more
difficult, because of the impossibility to distinguish which arrivals
are physical, and which are artifacts. Using a priori information
about expected arrival times of events could alleviate this problem
to a certain degree. Thus, the synthetic example and demonstration
of ASPRE performance presented in this study should be consid-
ered as a simple, almost unrealistic, but canonical example that
demonstrates the principle of the data-driven adjustment of an array
of receivers to the distribution of identified subsurface sources.

Tunable parameters of ASPRE

We showed that using our methodology, one can improve the
estimated Green’s function by a simple data-driven approach in sit-
uations when the receiver boundary has limited dimensions. From
the acquisition point of view, the only requirement for our method is
that there are more receivers inside the stationary-phase regions than
outside, so that during summation the amplitudes of the physical
arrivals (reflections) outweigh the artifacts. Thus, our method is
a generic tool for improving the intersource Green’s functions.
However, to achieve the best performance, it is important to tune
the following parameters: the location of the target window, values
for the weight vector, and the CC selection threshold. These param-
eters can be estimated by the standard trial-and-error approach and

Figure 10. Practical implementation of ASPRE for a VR at source position S50. (a) Ma-
trix representation for the correlation panel of every other source pair at time window 2
(see Figure 9b panel IV). Row 1 corresponds to source pair S50–S1, and this is the same as
Figure 9b panel V but rotated 90° clockwise. The color indicates the normalized CC
value measured between G and every trace in the correlation panel (horizontal dimen-
sion) for every other source pair. The gray line denotes the stacking contour separating
data below and above the threshold value (R ≥ 0.7) and used to single-out receiver sta-
tions contributing with stationary components. (b) Receiver positions selected via AS-
PRE for every other source pair as shown in (a). The color scheme represents the number
of receivers used for a particular source pair. The color scheme is shown on the right.
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visual inspection using the graphical panels shown in Figures 9 and
10. The final choice of the target time window is up to the user, but,
as explained previously, the summation over all receivers will even-
tually converge to the result in which the stationary contributions
are dominant; thus, the selection of a proper time window could be
guided by choosing time intervals with the highest correlation
value. For example, the target window in panel IV in Figure 9b
clearly exhibits the highest amplitudes (greater than 0.7 of the maxi-
mum CC) compared with the remaining windows. For the same rea-
son, using the estimated Green’s function retrieved from stacking
over all receiver positions as the initial reference is a good practical
choice. For future case studies, we note here that the criteria for the
time windowing are not arbitrary. When dividing the reference trace
into two subsets (see panels IIA and IIB in Figure 9), we choose the
subset which entirely captured the arrival we wanted to enhance.
Comparing panels IIA and IIB in Figure 9a, we can see that arrival
we targeted in this case (denoted with a green transparent polygon
in panels III and IV in Figure 8a and 9) was better captured by the
even set of picks (denoted with green triangles in Figure 9a); there-
fore, it is further used for CC analysis in Figure 9b. In other words,
the choice of proper time windowing is dictated by which set of time
windows better preserves the arrivals of interest.
The choice of the weights vector can be approached in at least

two ways: by directly using the normalized CC values (equation 7)
or with a binary approach making use of a threshold value (equa-
tion 6). The weights vector should typically be set by the decision
maker, a possibility would be to make the sum of all weights equal
to one and each wik greater than zero for a particular time window k.
If the weights are not normalized, then the sum of the weights need
not add to one. The latter offers more stable results, as any outliers
possibly caused by poor coupling or local noise could be alleviated.

Limitations of ASPRE

Although the focus of this paper is on a data-driven improvement
of the SI results, it is important to be aware of the acquisition and
geologic limitations constraining the retrieval of the kinematically
correct intersource Green’s function estimate. Accurate imaging of
a complex target requires an optimal field design aimed at minimiz-
ing the spatial aliasing in the correlation panel and thus assuring
good constructive and destructive interference in the summation
process. The success of imaging with the sources identified in
the noise recordings with surface arrays would depend on the source
and receiver spacing, the total number of sources and receivers,
source aperture, reflector distance from the identified sources,
and background velocity. Furthermore, the effects of the forward
scattering associated with spatially complex geologic hetero-
geneities and the size of targets may potentially contribute to an
increase in the range of propagation angles that may produce un-
expected stationary-phase rays. Hurich and Deemer (2013) show
that, by using the ray-tracing method to understand the limitations
of realistic acquisition scenarios, it is possible to produce an optimal
virtual-source image of steeply dipping targets. Nevertheless, as
highlighted in that study, the ray tracing does not address the ques-
tion of whether the wavefield is sampled sufficiently to form the
kinematically correct virtual gathers. In particular, it is not clear
whether the source spacing (in our case the receiver spacing) is suf-
ficient to avoid spatial alias in the correlation panel.
The applicability of ASPRE is highly case-dependent due to the

inherent requirement of having a sufficiently dense sampling of the

correlation panel (i.e., of the surface receivers) to ensure construc-
tive and destructive interference. In cases such as hard-rock envi-
ronments, e.g., mining camps, the relatively high subsurface
velocities effectively mitigate this issue as they would allow
relatively course receiver sampling. This makes the application
of ASPRE in such environments justified.
On the other hand, a specific feature of mining environments is

the presence of many strong, localized sources of body waves such
as underground mine excavations and blasts, open-pit mine blasts at
the surface, trains, and heavy machinery which can be very advanta-
geous for imaging with intersource SI, and thus for application
of ASPRE.

Specific applications of ASPRE

The applicability of the RVSP geometry applied in conjunction
with intersource SI allows to redatum surface receivers to subsur-
face VR locations as dictated by the locations of the identified tran-
sient sources in the recorded ambient noise. If the sources are
distributed sub vertically and the target has a subvertical orientation,
this geometry lends itself to common-midpoint reflection process-
ing and imaging because the VRs and underground sources would
have a common datum and would be subparallel to the target (Brand
et al., 2013; Hurich and Deemer, 2013). Imaging steeply dipping
targets with common-midpoint processing of virtual profiles is
an especially appealing method for mining-camp environments be-
cause they often are characterized by access restrictions and steeply
dipping targets. Brand et al. (2013) show that interreceiver SI ap-
plied to the conventional VSP data allows redatuming surface shots
to borehole receiver locations and the consecutive imaging of nearly
vertical targets. A further improvement of this approach would be to
replace the costly surface walk-away shots with a receiver array and
use the transient subsurface sources generated by the underground
mine for the VR redatuming combined with ASPRE.
It has been proven that the RVSP configuration combined with

ambient-noise recordings is a powerful tool for imaging of subsur-
face targets using aftershocks (Quiros et al., 2017). This is particu-
larly appealing for ASPRE as it involves the processing of rapidly
evolving clusters of events, which change spatially and temporally.
Intersource SI also has been successfully applied to the global-

scale seismology (e.g., Curtis et al., 2009), and crustal seismology
(Tonegawa and Nishida, 2010), to retrieve arrivals between pairs of
earthquakes. Of particular interest for seismologists is the capability
of intersource SI to estimate the Green’s function between deep
earthquakes associated with subducting slabs. Few studies report
successful utilization of specific arrivals in the recorded ambient
noise for imaging of the structural complexity of subduction slabs
(Nishitsuji et al., 2016; Casas et al., 2020) especially for the oceanic
lithosphere. It is known that the seismicity of slabs is associated
with clusters of earthquakes occurring in the Wadati-Benioff zones,
which are located along subvertical planes of the lithosphere
descending into the upper mantle (e.g., Zhang et al., 2019). APSRE
could be used for processing of the recorded noise data from tem-
porary or permanent arrays of seismometers deployed at the surface
in the vicinity of slabs. Specifically, our methodology would theo-
retically allow evaluating and using the stationary-phase earth-
quakes associated with the slab without the need for redeploying
the stations and consequently used as the monitoring tool of the
slab activity.
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Further improvement of the methodology

A necessary improvement of ASPRE is addressing the compli-
cated nature of ambient-noise sources typical for the given study
area. For instance, strong seismic sources present in the mining
areas (underground mine excavations and blasts, open-pit mine
blasts on the surface, trains, and heavy machinery, among others)
with varying magnitude and complex waveforms can be processed
via cross coherence to equalize source characteristics (Place et al.,
2019) for the intersource imaging.
Finally, it is important to note that, in this study, we focus spe-

cifically on the reflection arrival because our method is aimed to
facilitate reflection imaging. However, the same approach could
be used for choosing receivers in stationary-phase regions for other
types of arrivals identified in cross correlograms. For instance,
ASPRE could enhance the estimation of trapped waves used in im-
aging of the fault zones (Ben-Zion et al., 2003; Hillers et al., 2014).

CONCLUSION

We propose a data-driven methodology for the ASPRE for the
application of intersource SI with surface receiver arrays and tran-
sient subsurface sources present in ambient-noise recordings. The
ASPRE method singles out receivers located in the stationary-phase
regions by scanning for in-phase contributions in the correlation
panel formed by the correlation of recordings at the receivers from
a transient source. Using numerically modeled data for a simple and
idealized subsurface model, we showed how to reject the nonsta-
tionary contribution based on the similarity between data-derived
reference Green’s function and individual traces in the correlation
panel for a source pair. This showed the theoretical possibility to
improve the processing results from continuously recording surface
arrays by adjusting the summation process to the dynamic changes
in the stationary-phase requirements. Future research should use
more complicated models to extend the applicability of the ASPRE
methodology and to demonstrate its practical applications beyond
the proof of concept we showed here. Our study was devoted to an
initial, theoretical approach to answering the question of whether
the spatiotemporal changes of transient sources identified in ambi-
ent-noise recordings can be alleviated by automatic selection of
receivers using a data-driven approach. This question was only par-
tially answered because the simplistic synthetic example we used
did not assure that ASPRE will successfully tackle structurally com-
plicated real-world scenarios. For this reason, at the current stage
of development, ASPRE can be used only in specific scenarios,
for example, when the stack from all receivers contains identifiable
stationary-phase arrivals. Further research is needed to evaluate
ASPRE on more complex structural models, in which the stack over
all receivers may contain many artifacts but also nonphysical
arrivals.
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